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Basic Concepts
Lotteries |

Consider the outcomes/states of nature that follow from tossing of a coin:

@ Outcomes belong to the set {H, T};
@ Outcomes may be equiprobable;
@ Outcomes may not be equiprobable.

If outcomes are equiprobable, we can denote the experiment as a
lottery/risky-alternative by

11
(PH, pT) = (57 E)
If the coin is biased, it will give us a different lottery say (3, 5).
Different coins, in principle, will generate different lotteries.

Different experiments, will generate different lotteries.
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Basic Concepts
Lotteries Il

Examples of lotteries:

@ Output/profit from a project; Low or High
@ Result of an Exam; Pass or Fail
@ Outcome of a career-path

@ Outcome of the Placement Process at DSE; Selected or Not

In general let

Q={sy,8,...,5s}
be the set of outcomes. For this setting we define
Definition

Simple Lottery: is a vector L = (py, ..., ps), such that ps > 0 and > (ps) = 1.
ps is the probability of the occurrence of outcome s.

Ram Singh (Delhi School of Economics) Uncertainty February 10, 2015 3/14



Basic Concepts
Lotteries llI

Let IL be the set of simple lotteries.
A typical element of L is Lx = (py, ..., ps); k™" lottery.
Example

Suppose,
L = {(p1, P2, p3)|pi > Oande,- =1}

Simple Lotteries; Ly = (1,0,0), Lo = (0,1,0), L3 = (0,0,1), Ls = (3,1.,0),
L5 = (%7%3 %) eL.
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Basic Concepts
Probability Spaces and Lotteries

Consider the experiment of tossing of a coin:

Let,
@ Q={H, T}
o ﬁ2{¢,{H},{T},{H, T}}
@ u:9—[0,1]

(VA € 9)[0 < pu(A) < 1]
w(Q) =1.

1 is a measure of (objective) probability over the elements of 9, e.g.,

u(¢) =0,
p({HY) = & = u({T)).
p({H. T} = 1.

We call (2,9, 1) to be a probability space.
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Basic Concepts
Probability Spaces and Lotteries

Consider another experiment: Casting of dice.
Let

@ Q= {s1,5p,53,54,55,S}

@ = {4, {s1},{s2},...,{S1,52,53,54,S5,S6} }

@ 190 [0,1]
(VA € 9)[0 < u(A) < 1]

w()=1,e.g9.,
pu(¢) =0,

(¥i) n({si}) = 5. etc

(Q, 9, ) is another probability space.
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Basic Concepts
Lottery Types |

Consider three lotteries: Ly = (1,0,0), L, = (0,1,0), L3 = (0,0, 1).

Now, consider a lottery that gives you L with probability %
L, with probability 1,
and L with probability }.
Definition
Compound Lottery:
@ Takeany Lx € L, k =1, ..., K, lotteries defined over Q.
@ Let (ay,...,ak) besuchthatax > 0and >, ax = 1.

@ Then, a lottery that yields L, with probability a is a compound lottery
denoted by (L4, ..., Lx; a1, ..., ak).
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Basic Concepts
Lottery Types Il

Consider a compound lottery denoted by (Li, Lo, Lg; 3. 1. 1), where
L1 = (17030)5 L2 = (07170)1 L3 = (070,1)

Now, consider

1 1 1 11
LYY L.
1+ 2 + 3 (2747

2 4 4 )

A=

Definition
Reduced Lottery: Take any compound lottery denoted by

(Ly, ..., Lg; a1, ..., ak). The lottery a1 L1 + ... + ax Lk is called the reduced form
lottery for these lotteries.
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Basic Concepts
lllustrations

Let L = {(p1,p2, p3)|pj > Oand 3_pi =1}

Example

Simple Lotteries; L1 =(1,0,0), L, = (0,1,0), Ls =(0,0,1), Ly =

= (3:5:3) €

Example
Compound Lotteries: (Ly, L2,L3 z z)and (La, Ls; 3 1 %)_

both of compound lotteries produce

Example

Reduced Lotteries:
1 1 1 111 1 3
§L1 + ZLQ + ZLs = (E’ R Z) = ZL4 + ZLS
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Basic Concepts
Preferences over lotteries |

If the decision maker has complete, transitive and continuous preference
relation over L, then

3U(.) : L — R such that

Definition
Expected Utility Form: U(.) has expected utility form if there exist us € R,
s=1,...,,Ssuch that for every L = (p1,...,ps) € L

U(L) = u1p1 + ... + usps.

For example, U(1,0,...,0) = u1.14+0+ ... 4+ 0 = uy.
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Basic Concepts
Preferences over lotteries Il

Definition
von Neumann-Morgenstern (v.N-M) expected utility function: U(.) : L — R is
v.N-M expected utility function if it has an expected utility form.

Take any L defined over S, and any U(.) : L — R.

Proposition

U(.) : L — R has an expected utility form iff for any K lotteries Ly € L,
k=1,.,Kandanyay,..,ax € Rsuchthatax >0 and ), ax =1,

U(Z akLk) = Z Qo U(Lk)
k k
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Basic Concepts
Preferences over lotteries lli

Definition
Independence Axiom: > defined on L satisfies IA if forany L, L', " € L and
any a € (0,1),

LU s fal+(1—a)l” = ol + (1 —a)Ll"].

That is, when L > L’ the ranking aL + (1 — a)L” = al’ + (1 —a)L" is
independent of L”.
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Basic Concepts
The Expected Utility Theorem |

Theorem

Suppose = on L is rational, continuous and satisfies the IA, then = can be
represented by a utility function that has an expected utility form, i.e.,

3U() : L — R and3uy, ...,us € R such that for any L = (py, ..., Ps),

L' =(py,....p5) €L,

L= L < UL > UL),ie,

S S
L= L' usps > Usps.
1 1

von-Neumann and Morgenstern (1944, Chapter 3)
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Basic Concepts
The Expected Utility Theorem I

Proposition

Suppose U(.) : L — R is a v.N-M utility function that represents = on L, then
U(.) : L — R represents = on L iff there exist 3 > 0 and y € R such that

U() = BUC) + 1.
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