Integration

References: Bass (Real Analysis for Graduate Students), Folland (Real
Analysis), Athreya and Lahiri (Measure Theory and Probability Theory).

1 Measurable Functions

Let (21, F1) and (€22, F2) be measurable spaces.

Definition 1 A function T : Q; — Qy is (Fy, Fa)-measurable if for every
E E]:Q, Tﬁl(E) Efl.

Terminology: If (€2, F) is a measurable space and f is a real-valued func-
tion on €2, it’s called F-measurable or simply measurable, if it is (F, B(R))-
measurable. A function f : R — R is called Borel measurable if the o-algebra
used on the domain and codomain is B(R). If the o-algebra on the domain

is Lebesgue, f is called Lebesgue measurable.

Example 1 Measurability of a function is related to the o-algebras that are
chosen in the domain and codomain. Let Q@ = {0,1}. If the o-algebra is
P(Q), every real valued function is measurable. Indeed, let f : Q — R, and
E € B(R). It is clear that f~'(E) € P(Q) (this includes the case where
FUE) = 0).

However, if F = {0, Q} is the o-algebra, only the constant functions are
measurable. Indeed, if f(z) = a,Vx € §, then for any Borel set E containing
a, f7YE)=Q € F. Butif f is a function s.t. f(0)# f(1), then, any Borel
set E containing f(0) but not f(1) will satisfy f~1(E) = {0} ¢ F.



It is hard to check for measurability of a function using the definition,
because it requires checking the preimages of all sets in F». The following

proposition relaxes this.

Proposition 1 Let (€21, F1) and (Qq, F2) be measurable spaces, where Fo
s the o-algebra generated by a collection £ of subsets of €25. Then, f is
(F1, Fz)-measurable if and only if f~(E) € F, for every E € £.

Proof. Only if is obvious. If part: Suppose f~'(F) € Fy, for all F € &.
Note that V = {E C Qy : f71(E) € Fi} is a o-algebra. (Indeed, if £ € V,
f~YE) € Fi, so its complement (f~}(E))¢ € Fi, and note that (f~}(E))¢ =
F7YE"). So, E¢ € V. Similarly, if (F;){° are all sets in V, their union is also
in V, because for all j, f~1(E;) € Fi, and f~H(UPE;) = U f~H(E;).)

Since V is a o-algebra containing &, it also contains F», the o-algebra
generated by £. So by definition of V), it must be that whenever E € F5,
fY(E) € Fu. .

This proposition has the following consequence.

Corollary 1 If S and T are topological spaces and f : S — T is continuous,
then it is (B(S), B(T'))-measurable.

Proof. Let F be an open set in T. Since f is continuous, f~'(F) is an
open set in S, and is therefore in B(S). B(T) is the o-algebra generated by

the collection of open sets in T, so now apply the above proposition. [ ]

The next proposition is another implication of Proposition 1. It has to
do with equivalent definitions of measurability when a function f maps to R
(and we have the Borel g-algebra on ). Before stating the proposition, note
generally that for a topological space (5, 7), the Borel g-algebra B(SS) is a rich

collection. It has all the open sets of S, their complements the closed sets, all



countable intersections of open sets (these are called G sets, G for open and
d for Durchschnitt or intersection); their complements the countable unions
of closed sets (called F, sets, F' for closed, o for union or sum); countable
unions of Gy sets (called G, sets), and so on. It turns out that this richness
makes B(S) the o-algebra generated by a lot of other families of sets, as in

the proposition below.

Proposition 2 Let (S,S) be a measurable space, and f : S — R. Let
Es — Es be respectively, the families of all open and closed rays of types
(a,00), (—00,a), [a,00), (—00,a]. Then, “f is measurable” is equivalent to

saying that f~Y(E) € S, for every set E in any of these families.

Proof. Take, say, &. We claim B(R) is the o-algebra generated by &s.
Indeed, for any a € R, (—o0,a] = N2, (—00,a + +), that is (—oc0,d] is a Gs
set. So & C B(R), so 0(E) C B(R). On the other hand, let £ be an open set
in R. Then for some countable collection of open intervals (a,,b,), we have

E = U2 (an, b,). Now, every (an,b,) = U3, ((—oo, b, — %] - (—oo,an]), (k
is chosen so that a,, < b, — (1/k)); and therefore belongs to o(&); therefore
so does their union. So every open set E C 0(&). So B(R) C o(&s).
So by Proposition 1 above, f is S-measurable. [ ]
Note that from &;,j = 7,8, f is measurable if we can show that for every

a, the lower (or upper) contour set of f w.r.t. is a set in S. This motivates

the following definition.

Definition 2 Let (2, F, 1) be a probability space. A random variable is a
function X : Q — R s.t. X Y(—00,a] = {w € QX (w) € (=00, a]} € F, for
all a € R.

It is straightforward to check that a composition of measurable functions

is a measurable function. Now some other standard results on measurability
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of functions, in the next 2 propositions.

Proposition 3 Let fi,...., fr be (F,B(R))-measurable functions from ) to
R. Then

(i) = (f1,. [1) is (F, B(R®))-measurable.

(i) g = fi + ... + fr is (F, B(R))-measurable.

(iii) h =15, f; is (F, B(R))-measurable.

(iv) & = o fis (F,B(RP))-measurable, where f = (f1,..., fx) and ¢ :

R — NP is a continuous function.

Proof. (i) We know that the o-algebra generated by the class of open
rectangles is B(R¥). So we show that for every open rectangle R = (ay,b;) x

.. X (ap, by), its preimage f~1(R) € F. Indeed,

FHR) ={w € Qlar < fi(w) < by, .oyap < fr(w) < by}

=N {w € Qla; < fi(w) < b}

= [Nz fi (e, b)) € F

since each f; is measurable.

(i) g(x) = fi(z) + ...+ fu(x) = 91(f(2)), where g1(y) = y1+ ...+ ys. Since
f is measurable and g¢; is linear, hence continuous, hence measurable, and ¢
is a composition of measurable functions, it is measurable.

(iii) and (iv). Similar proofs as for (ii). [ |

There are 2 other standard results about measurable functions. First,
the sup, inf, limit etc. of a sequence of measurable functions is a measur-
able function. Second, that the (pointwise) limit function of a sequence of
measurable functions, if it exists, is measurable. To state these, note that

R =RNU {0, —00}, and B(R) = o(B(R) U {oc} U {—00}).

4



Proposition 4 Let (S,8) be a measurable space and (f;) a sequence of R-
valued, (S, B(@))-measumble functions on S. Then g1, g2, g3, g4 defined below
are measurable.
91(w) = sup f;(z), g2(x) = inf f; (), g3(x) = lim sup f;(), ga(z) = liminf f;(x)
J _]*)OO
Moreover, if f(x) = lim;_, f;(z) ezists for all x € S, then f is measur-

able.

Proof. Let a € ®. g;'((a,q]) is the set of all z € S s.t. gi(z) > a.
For any such z, f;(z) > a for some j. Conversely, if f;j(x) > a for at
least one x, then the sup gi(z) > a. So gi'((a,00]) = U f; ' ((a,oc]). By
Proposition 2, all the sets on the right are in S, hence so is their count-
able union, and so again by Proposition 2, g; is measurable. Similarly,
95 ([~00,a)) = U‘fofj_l([—oo,a)), and so ¢, is measurable. Similarly, hy,
defined by hi(x) = sup,; fj(z) is measurable for each k. Since gs(z) =
infy>1 hi(z), g3 is measurable. Similarly for g,. And if the pointwise limit
function f exists, f = g3 = g4 and so it is measurable. ]

Note therefore that the max and min of functions is measurable.

This section closes with introducing the notion of the o-algebra generated

by a function or family of functions.

Definition 3 Let {f\ : A € A} be a family of functions from Qq to Qs, and
let F5 be a o-algebra on . Then

o({fx (A)]A € Fo X € A})
is called the o-algebra generated by {f\|\ € A} w.r.t. Fo.

It is denoted o({f\|]\ € A}). Note that this is the smallest o-algebra
that makes all the f\’s measurable (wrt F3).



2 Induced Measures and Probability Distri-
butions

This will be fleshed out properly only later. For a short introduction, you
could refer to Chapter 21 of Bass.
Let (S,S, p) be a probability space and let X : S — R be a r.v. Then

the collection of sets
X 'B)={AcCS: A= X"(B) for some B € B}

is a o-algebra. We say this is the o-algebra generated by the r.v. X, and
denote it by Sx.

Now, on the measurable space (R,B), we define the measure Py, the

probability distribution of the r.v. X, by setting, for every Borel set B,

(It can be shown that Pyx is a (probability) measure, so that (R, B, Py)

is a probability space).

Definition 4 Two r.v.s X,Y are independent if the o-algebras generated by
them are independent. That is, for A, B € B,

XA NYTH(B)) = p(XH(A)u(YH(B))

3 Integration

Riemann Integral: We partition the domain of the function, and take the
sum of areas of lower rectangles. We do this for increasingly fine partitions,

getting an increasing sequence of numbers (each being a lower sum): we take
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the supremum over lower sums over all partitions, or what’s the same thing,
the limit of any increasing sequence from the above iterative process.

Alternatively, we could take sums of areas of upper rectangles: finer parti-
tions would give a decreasing sequence of numbers, and we take its infimum.
If the Riemann integral exists, these lower and upper limits are equal.

More specifically, consider f : [a,b] — [0,00). To compute the lower
Riemann integral, we use sums like 37 y;(a; — a;_1), over a partition or grid
of pointsa = ag < a; < ... < a, = b, withy; < f(z),x € [a;_1,a;],i =1, ....,n.
The supremum over all grids is the lower Riemann integral.

Now consider the following example.

Example 2 Let f:[0,1] — [0,1] be defined by

1 if z is rational
flz) =

0 if z is wrrational

Then f is not Riemann integrable. Indeed, take any partition of [0,1].
Every member of the partition will have both irrational and rational numbers.
So, in computing the lower Riemann integral, the y;’s must all be < 0. And
the sup is obtained by noticing that we can choose y; = 0,Vi. So the lower

Riemann integral equals 0. Similarly, the upper Riemann integral equals 1.

On the other hand, the Lebesgue integral of a function f works with sums
like 7 y;A(A;), where the grid is on the vertical axis, given by 0 = y; <
e < Yny Ai = A{z: f(x) € [yi,yi11)}, and A(A;) is the Lebesgue measure of
A;. (Note that A; = f~Y([yi, ¥i41))). A limiting operation over increasingly
fine vertical axis grids is then performed. A diagram makes it visually clear
that when the Riemann integral exists, it equals the Lebesgue integral. In
fact for a monotone function, the two approximation procedures can visually

produce the same sequence of rectangles.
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In the case of the Dirichlet function (the indicator function of the ra-
tionals defined in the example above), the Lebesgue integral exists. (Note
that this is a measurable function: because the rationals, being a count-
able union of closed sets, constitute a Borel set, and the irrationals, be-
ing their complement, constitute a Borel set as well). Since the Lebesgue
measure on each rational number is 0 and the rationals are countable, by
countable additivity, the Lebesgue measure on the set of rationals is 0; so
that on its complement (the set of irrationals in [0, 1]), it is 1. Take any
grid on the range of the function, say 0 = y; < yo < y3 < y4 = 1. Now
Ay = fY([y1,y2)) is the set of irrationals; so A(A;) = 1; this will be multi-
plied by y; = 0. Ay = f*([y2,y3)) = 0. Its Lebesgue measure is again 0.
Finally, f~'([ys,y4]) = A3 is the set of rationals, whose Lebesgue measure
is 0, by finite additivity. So, the sum Y7 1;A(A;) = 0. As the grid becomes

finer, this remains = 0.

Just as the real numbers “complete” the set of rational numbers, and
constitute a much larger set of numbers, the functions that are Lebesgue
integrable complete the set of Riemann integrable functions. We will do
integration with respect to arbitrary measures, of which Lebesgue measure
will be a special case.

The sums used to approximate the Lebesgue integral above took values in
a finite set. Such functions are called simple functions; an increasing sequence

of these is used to approximate a Lebesgue (or more general) integral.
Simple Functions.
Let I4 : S — R be the indicator function taking a value of 1 if x € A and

0 otherwise.

Definition 5 A simple function is a finite linear combination of indicator

functions of sets in S.



If the sets are in S, the indicator functions are measurable. And since fi-
nite linear combinations of measurable functions are measurable (see Exercise
7.4 in Stokey-Lucas-Prescott), simple functions are measurable.

Equivalently, ¢ is a simple function if it is measurable and and its range is
a finite subset of R. Indeed, if Range(¢) = {a1, ..., a,} (n distinct elements),
then let A; = ¢7'({a;}). So, ¢ = X1 a;la,. This is called the standard
representation of ¢. It shows ¢ as a linear combination, with distinct
coefficients, of indicator functions of disjoint measurable sets A; whose union

is S. Note that sums and products of simple functions are simple.

We first start by integrating nonnegative functions, and then generalize,
just like for Riemann integrals. The basic idea is to approximate a nonegative
function f with a sequence (¢,) of nonnegative simple functions increasing
to f. And to approximate the integral of f with the limit of integrals of these

simple functions.

We first show that any measurable nonnegative function can be approx-
imated with an increasing sequence of simple functions. To define ¢,, we
divide the range [0,00] of f into 22" intervals of size 1/2", starting with
[0,1/27), and then to take a final interval [2" oc]. @, takes 22" values: for
each interval [k/2", (k+1)/2"), this corresponds to the lowest value of f (i.e.
k/2") in this interval of the range. The set of points in the domain on which

¢, takes this value is the set on which f takes values in [k/2", (k + 1)/2").

Theorem 1 Let (S,S) be a measurable space and f : S — [0,00] a mea-
surable function. Then there is a sequence (¢,)3° of simple functions such
that (pointwise) 0 < ¢ < ¢o < ... < f, ¢y, converges to f pointwise, and ¢y,
converges to f uniformly (i.e. in the sup norm) on any set on which f is

bounded.



Proof. For each n = 1,2,..., define ¢, as follows. For integers k €
{0,1,...,220 — 1}, let AF = f=Y([k/2", (k +1)/2")). Let B, = f~1([2", 00]).
Let

22n_1

k=0

That is, whenever f(x) takes values in [k/2", (k+1)/2"), ¢, (z) takes the
lowest, or rather infimum of these values. Similarly for the interval [2", oo].
Thus ¢, < f. It’s also easy to see that ¢, < ¢,+1. Finally, on the set of
x st f(z) <2 0 < f—¢, < 1/2" (The reason is that when f takes
values in [0,2"], for every subinterval of type [k/2", (k + 1)/2") in it, ¢, is
constructed to take the value k/2", which is at most 1/2" different from f in
this subinterval). The convergence results follow. [ ]

Flesh out the diagram drawn in class for the above proof. k € {0, 1, ...,2%"—
1} because in the codomain, we partition [0,2"] in intervals of length 1/2",

so there are 22" such intervals.

In what follows, (S,S, ) is the measure space, M(S,S) the space of
measurable, extended real-valued functions on S, and M*(S,S) the subset

of nonnegative functions.

Definition 6 Let ¢ € M™(S,S) be a measurable simple function, with the

standard representation ¢p(x) = Y1 a;la,(x). Then the integral of ¢ w.r.t. pu,
written [¢ ¢(x)p(dx), or [ ¢du, is given by -7 a;u(A;).

Notice that if u = A, i.e. Lebesgue measure, then the integral of a simple
function is just a sum of rectangle areas: indeed, a simple function often

looks like steps going up and coming down.

Definition 7 For any nonnegative function f € M*(S,S), the integral of f

w.r.t. [ 1s
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/fdpzsup{/cbdu:gbéM*(S,S), and 0 < ¢ < f}

If A € S, the integral of f over A w.r.t. u is

[, fdn= [ f@)1a()n(dz)

The monotone convergence theorem will show that the supremum over all
0 < ¢ < f can be interpreted as using a monotone sequence 0 < ¢ < ¢y <
... < f. This illustrates the meaning of integrating f by taking increasingly

finer grids of a;’s on the vertical axis.

Claim 2 Linearity of the Integral for simple functions: If ¢, are nonneg-

atie simple functions and ¢ > 0, then

/(¢+¢)du: /qbdu%—/:bdu, and /cgbd,u: c/qﬁdu

Proof. (Sketch). Let ¢(v) = X7 aila, (), ¥(x) = X" b;jlp,(x) be stan-
dard representations of ¢ and 1. Notice that A; = U7, (A; N B;), a disjoint
union. Similarly, B; = U, (A; N B;). So, [¢dp =31 a; > 1(A; N Bj),
by finite additivity of p. Similarly, [¢du = 351, b; 35 u(A; N Bj). So

[ ddu+ [ = 3@+ byl 0 B;)

Similarly, the right hand equals [(¢ + ©)dpu. ]

The next lemma shows that the map A — [, ¢du is a measure. Notice
that the function ¢I4 = >, a;lana,, if the standard representation of the
function ¢ = Y, a;14,. This is because ¢(x)I4(x) takes a value of a; if and

only if x € A; and x € A. Therefore, [, ¢dpu = [ Ppladp =3 a;u(AN A;).

Lemma 1 Let ¢ € M*(S,S) be a simple function and let A : S — R be
defined by N(A) = [, ¢pdu, for all A€ S. Then X is a measure on S.
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Proof. Note first that if ¢(x) = > ;a;l4,(z) in standard representa-
tion, then ¢(x)I4(x) = (X aila,(x))a(x) = 3 ailiana,y(x). So, [, ¢dp =
Joladp =32 aji(AN A;).

Now, let (B;)$° be a disjoint sequence of sets whose union is A. To show

countable additivity of A\, note that
/A¢d# =Y ap(ANA) = a;y w(B;NA) = Z/B odp
i i i B

where the second last equality follows from countable additivity of . m

Note. If f, g are nonnegative measurable functions and f < g, then
J fdu < [ gdu. The reason is that the set of simple functions between 0 and
f is a subset of the set of simple functions between 0 and g; so the supremum
is lower in the case of f. A corollary: If f is nonnegative and measurable,

and A C B are measurable sets, then [, fdu < [z fdu. Indeed, fI4 < fIg.

The Monotone convergence theorem below shows that to integrate f w.r.t.
1, it suffices to consider the integrals of a monotone sequence of simple func-

tions converging to f.

Theorem 3 (Monotone Convergence Theorem). If (f,) is a monotone in-

creasing sequence of functions in M*(S,S) converging pointwise to f, then

[ s =l [ fudn
Proof. Since [ f,du is an increasing sequence of reals, its limit (possibly
oo exists). Also, [ fodu < [ fdu,¥n. So, lim [ fodu < [ fdu. For the
converse, fix a € (0,1) and 0 < ¢ < f. Let A, = {z € S : f.(z) > a¢(z)}.
Since fni1(z) > fu(z), Ay C Anpr. Also, for every z, there must be some
n for which f,(x) > a¢(z), since the pointwise limit f(z) > a¢(x). So,
(A,)$° is an increasing sequence of sets A, C A,,; whose union is S. So

S fodp >[4, fudp > [, ¢dp. Now we take limits on both sides as n — oo
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(and so A, 1 S). Since A, — [, ¢du defines a measure (say v(A,)), by
mcfb we have limv(A,) = v(S5), i.e. lim [, ¢du = [ ¢pdp.

So, lim [ f,du > « [ ¢dp. Since this holds for arbitrary o € (0,1), it
holds for &« = 1. And so, the inequality also holds for the supremum on the

RHS: taking the supremum over all 0 < ¢ < f, lim [ f,dpu > [ fdu. [ ]

Example 3 Let S = (0,1], S the Borel o-algebra on it, let f : S — R
be defined by f(x) = ﬁ Let A be lebesgue measure. (Verify that f is
measurable). We want to find [¢ fdX\ (or [ f for short).

If we follow usual procedure for Riemann integration, this will integrate
to 2. But notice that the function does not have a Riemann integral on S.
Indeed, let ag = 0 < a; < ... < a, = 1 be the endpoints of any partition
of S. max{f(x)lap < x < a1} does not exist, so we can’t assess an area to
this rectangle; so the upper Riemann sum does not exist - neither does the
Riemann integral.

We use the limiting procedure in the MCT. For n = 1,2, ... define f, =
fIuma. So, 0 < fi < fo <o < fr <0 < f. (To show this, show that 0
(the zero function) is less than or equal to f, (point by point), f, < f and
fo < foi1, all point by point for all x).

Since (f,) is a sequence of measurable functions increasing to the limit
function f, by the MC'T, the integral of this limiting function, [ f, equals the
limit of the sequence of integrals [ f,. Notice that for every n, the Riemann

integral fol fn exists and must therefore equal the Lebesque integral.

Lo (a2 4 ! B 1
= [—(1/2>+1L/n) ~2[1- 7]

The limit as n — oo equals 2. [

An implication of the monotone convergence theorem (MCT) is that the
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integral is additive for all measurable nonnegative functions, not just the

simple functions.

Theorem 4 Let (f,) be a countable sequence of functions in M*(S,S), and

Proof. First take the case of 2 functions, say f; and f;. By Theorem 1,
there are increasing sequences (¢;) and (¢;) of nonnegative simple functions
that converge to f; and f, respectively. So, the increasing sequence (¢; +1;)

converges to (f1 + f2), so by the monotone convergence theorem,

/(f1 + fo)dp = 1im/(¢j o)y = lim/gbjdu + lim/¢jdu

The last inequality is due to linearity for simple functions; and the last
expression equals [ fidu + [ fadp.
Next, by induction, additivity holds for a finite sequence (f,)Y. So

[N £) dp = SN([f fodp). Now the partial sums (3 f,,)y form a sequence
of increasing functions with limit >-7° f,,, so applying the monotone conver-
gence theorem to them, the integral of this limit (the limit limy_, fo fn =

> fn) equals the limit of the integrals. The limit of the integrals is

i, [0, Jim > [ 523 [ 5

N—oo

So,

[> =3[ 5
|

We can refine the hypothesis of a sequence of functions increasing to f
in the monotone convergence theorem, to them increasing to f almost ev-

erywhere (a.e.), without changing the conclusion of the integral of f being
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the limit of the integrals of the f,’s. To see this, we first have the following
lemma. To shorten notation, we write [ f for | fdu, as the measure p is un-
derstood. The lemma applies for instance to the Dirichlet function discussed

earlier (the indicator function on the rationals), but is much more general.

Lemma 2 If f is a nonnegative measurable function, then [ f = 0 if and

only if f =0 a.e.

Proof. Suppose f is simple, and so let f = > 7 a;14, be the standard
representation. [ f = YT a;u(A;) = 0 if and only if, for every i, either a; = 0
or pu(A;) = 0. For the set on which f(x) > 0, the relevant a;’s are greater
than 0, so the u(A;)’s are equal to 0: the set comprising the union of these
has measure zero. Now take the general case. If f = 0 a.e., and ¢ is a
simple function with 0 < ¢ < f, then ¢ =0 a.e. So [ f = supg<y<; [ ¢ = 0.
Conversely, suppose f = 0 a.e. is not true. Then, letting E,, = {z : f(x) >
1/n}, p(E,) > 0 for some n. (Because {x : f(z) > 0} = UE,, and this
set has positive measure). But then, f > Ig /n; integrating both sides,

Jf=p(Ey)/n>0. u

The monotone convergence theorem under weaker hypothesis now follows.

Corollary 2 If (f,) is a sequence of measurable nonnegative functions that

increase to f € M*(S,S) almost everywhere, then [ f =lim [ f,.

Proof. Suppose (f,(x)) increases to f(z) for all z € E, and u(E€) = 0.
Then, f = flg a.e., and for all n, f, = f,Ig a.e. Moreover, since f =
fIg + fIge and flg. = 0 a.e., (and a similar thing holds for the f,)’s, by
linearity of the integral and the above lemma we get the first and the last

equality below.

/f:/fIEzlim/ntE:hm/fn
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The middle equality follows from the monotone convergence theorem,

since (fnIg) is a sequence of functions increasing to fIg everywhere. []

Note. The monotone convergence theorem (MCT) says that the integral
of the limit function f is the limit of the integrals [ f,du. The assumption
that the (f,)’s form an increasing sequence is required. Indeed, consider
S =R, u = Lebesgue measure, and the sequence of functions (I(,n41)). As
n — 00, It nt1) — 0, pointwise. So the zero function is the limit function,
and its integral equals zero. However, the integral [ I(,,4+1dp = 1, for all
n, (since p is Lebesgue measure). So, lim [ I(, ,11)dpe = 1. Thus although
the functions converge to the zero function, the integral of the limit function

(the zero function) is not equal to the limit of the intergrals.

A weaker version than the MCT, one that holds for all sequences of
measurable nonnegative functions, is roughly that the integral of the limit
function is less than or equal to the limit of the integrals. This is Fatou’s
Lemma. We suppress the measure p w.r.t. which integrals are computed, for
cleaner notation.

Note that the notion of limit or convergence used in these basic theo-
rems is that of pointwise limit. In the MCT, the sequence (f,,) of functions
increases to f for every (or almost every) point x. So the sequence (f,(x))
converges to f(z). Fatou’s lemma on the other hand has a sequence (f,,) that
does not necessarily increase or decrease. Thus for a given x, the sequence
(fn(x)) need not converge anywhere; so we can’t talk of a pointwise limit
function. But the (f,(z)) must have a limit point (if it’s bounded, then this
follows from the Bolzano-Weierstrass’ Theorem; otherwise, the limit point is

at £00). So a liminf exists.

Lemma 3 (Fatou’s Lemma). If (f,) is a sequence of measurable nonnegative
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functions, then

/ (liminf f,) < liminf / fn

Proof. For each k, inf,>; f, < f;, for all 7 > k. So, [inf,>p fn < [ f5,
Jj > k. So, [inf,>; f, <inf;>p [ f;. Now we take limits as k& — oco. But the
(inf,>x fn)’s are an increasing sequence of functions (indexed by k = 1,2, ...),

so applying the monotone convergence theorem,

/(lim inf f,,) = klim (TllrgC fn) <lim inf/fn

—00

As a corollary, we can now consider a sequence of functions converging

pointwise to a limit function a.e.

Corollary 3 Let (f,) be a sequence of measurable nonnegative functions con-

verging pointwise to f € M*(S,S) a.e. Then [ f <liminf [ f,.

Proof. If f, — f everywhere, then liminf f, = lim f,, = f, so the
conclusion follows from Fatou’s lemma. For f, — f a.e., we modify f,, and
f on a set of measure zero s.t. f, converges to f everywhere. By Lemma 2,

the integrals are unchanged and we may apply Fatou’s lemma. ]

Integration of Functions in M(S, S)

Finally, we extend integration of non-negative measurable functions to
functions taking values in the entire . By the same convention followed in
Riemann integration, in regions where f takes negative values, the integral is
negative. Specifically, we exploit the fact that if f* and f~ are the positive
and negative parts of f, then f = f* — f~, and since both f* and f~ are
non-negative, we can integrate them with the theory above. (Recall that
ft(z) = max{f(x),0} and f~(z) = —min{f(z),0}. So f = f* — f~, and

|fl = fT+ f~, where all these equations are pointwise equalities). We have:
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Definition 8

[r-lr-Ir

If [ f*and [ f~ are both finite, we say f is integrable. Note that f™ < |f|
and f~ < |f| (pointwise). So, if [|f| < oo, f is integrable. Conversely,
suppose f is integrable, so both [ fT and [ f~ are finite. So their sum
is also finite. Now |f| = fT 4+ f~ pointwise, so integration yields [|f| =
[T+ [ [ <oo. We have

Proposition 5 f is integrable if and only if [ |f|dp < cc.
We also have
Proposition 6 Let f € M(S,S) be integrable. Then | [ f| < [|f].

Proof.

=1t =[ri< [+ [ =[]

We note the following fact.

Proposition 7 The set of all integrable, real-valued functions is a real vector

space, and the integral is a linear functional.

Proof. Linear combinations of integrable functions are integrable, since
|af +bg| < lal|f] + [bllg].

To show that the integral is linear, first note that [c¢f = ¢ [ f,c € R
(this is straightforward). Finally, suppose h = f + g, where f and g are
integrable. So, ht —h™ = f* — f~ + gt — g~. Rearranging to get addition,
ht+ f~+¢g =h" + f*+ ¢g". By linearity of the integral for nonnegative
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functions, it follows that [ht+ [ f~+[¢g~ = [h~+[ fT+[g". Rearranging
back gives [h= [f+ [g. [ |

Now for the other major convergence theorem.

Theorem 5 (Dominated Convergence Theorem). Let (f,) be a sequence of
integrable functions in M(S,S) s.t. f. — f a.e. Suppose there exists an
integrable nonnegative function g that dominates the f,’s, i.e. |fn| < g,Vn.

Then f is integrable and [ f =lim, . [ fn-

Proof. From Proposition 4, we know convergence of measurable f, to
f implies f is measurable (maybe after redefining it on a set of measure
0, due to the a.e. in the hypothesis, to have convergence everywhere: this
redefinition won’t change the value of the integral). Also, |f| < ¢ (a.e.), so
f is integrable. Now, by the dominance of g, we have both g + f, > 0, and
g— fn >0, a.e., i.e. these are nonnegative functions (to which we can apply
Fatou’s lemma). Now, g + f, — ¢g = f. Applying the corollary to Fatou’s

lemma, (the first inequalities below)

/g+/f§hminf/(g+fn)Z/g—i—liminf/fn
/g—/fﬁliminf/(g—fn):/g—limsup/fn

Cancelling [ ¢ and multiplying the 2nd line above by (-1), we have [ f =
lim [ f,. ]
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